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INTRODUCTION1

There are people who believe that zombies will 
take over the world one day. Today, however, digi-
tal information rules the world. In the United States 
and many other industrialized nations, almost all 
non-verbal communications (as well as notes and 
transcriptions of verbal communications) are now 
stored, transmitted, and processed in a digital for-
mat. Data centers are the palace in which that digital 
information resides.

A data center is a highly specialized, secure facil-
ity designed to provide a safe, dependable, and 
controlled environment for the fast, reliable, and 
uninterrupted storage, processing, management, 
and transmission of digital data. Data from a source 
located outside of the data center is transmitted 
to and from the data center building through a 

fiber optic cable (a “fiber”),2 which is a specific type 
of conduit that transmits data in the form of light 
pulses over long distances. Within the data center, 
data may be stored and/or processed before being 
transmitted to other users, storers, or processors 
located at the same or another data center.     

From the outside, a data center looks like a nonde-
script industrial building or an office building with 
darkened windows. On the inside, it is filled with an 
extensive array of computing and networking infra-
structure, including cables, racks, servers, storage 
systems, networking equipment, power sources, 
and coolers. The often-chaotic arrangement of 
cables and wires within a data center masks the 
sophistication of the underlying network architec-
ture and the complexity of the computing equip-
ment housed therein. 

BEHIND THE WALLS OF A DIGITAL PALACE: 
UNDERSTANDING, BUYING, OPERATING, AND 
FINANCING DATA CENTERS

©ALI CLE



 	 Behind the Walls of a Digital Palace: Understanding, Buying, Operating, and Financing Data Centers  |  13

Data centers are designed to accomplish three pri-
mary objectives.3 The first of these objectives is to 
minimize the time that it takes to store, transmit, and 
process the digital information to, from, and inside 
of the data center. Within the industry, this concept 
is referred to as “latency” and is measured by the 
time it takes the computing equipment to respond 
to a user’s request. The longer it takes for the data 
to be transmitted, the higher the latency. Even the 
slightest of delays, measured in small fractions of a 
second, may be long enough to render information 
valueless (e.g., to a stock trader who needs real-time 
information).4 Time delays also reduce productiv-
ity and efficiency because users must wait for the 
information to be uploaded before they can act 
upon it. Those readers who are old enough to recall 
accessing the internet through a telephone line can 
attest to the greater productivity that is achieved 
through today’s much faster ethernet and wireless 
connections.

The second principal objective of a data center is to 
enable digital data to be transmitted and processed 
seamlessly, without any kind of interruption. To 
achieve this continuity, many data centers employ 
backup arrangements for one or more of their criti-
cal systems, such as electrical power, network distri-
bution, connectivity, data storage, fire suppression, 
and security. Data centers are evaluated by the num-
ber and strength of their backup systems, referred 
to within the data center industry as “redundancy.”5   

The third principal objective of a data center is to 
provide a secure facility to ensure that the confiden-
tiality and integrity of the data is maintained. This 
security is not only highly desirable but also manda-
tory in many instances. Numerous companies must 
comply with strict data protection and privacy regu-
lations applicable to their respective industries (e.g., 
Health Insurance Portability and Accountability Act 
(HIPAA) and Payment Card Industry Data Security 
Standard (PCI DSS)).6   

To ensure the security of a data center facility, a 
combination of physical and electronic measures is 
instituted to restrict access to the data center. Some 
data centers conduct extensive background checks 

and use biometric measurements for admittance. 
The data is also protected electronically through 
encryption, firewalls, monitoring, and other preven-
tative security systems.7 In single-tenant facilities, if 
the information is particularly sensitive, a data cen-
ter tenant may prohibit access by non-approved 
personnel even in an emergency. In the most 
restrictive data center leases, a property owner may 
not be allowed to access certain areas of the ten-
ant’s space except in specified and limited types of 
emergencies.   

Data centers house massive amounts of comput-
ing equipment and computing infrastructure which 
operate continuously and require a constant (and 
cool) temperature to avoid overheating, which has 
the potential to disrupt computing operations. 
Besides latency and redundancy, a key data cen-
ter measurement is its information technology (IT) 
load. The IT load measures the total electrical power 
demand of the IT equipment and systems within the 
data center, as distinguished from other electrical 
components within the data center, such as lights 
and cooling equipment.8 A data center developer 
needs to know the average expected IT load and the 
maximum IT load of the facility in order to design 
and construct the facility’s architecture and infra-
structure (e.g., cooling elements and overall power) 
that would most efficiently and satisfactorily sup-
port the IT load.9  

Measuring the IT load does not stop once the data 
center has been completed. A data center opera-
tor10 will continuously monitor the IT load to ensure 
that the cooling system and other infrastructure is 
providing the necessary support to the computing 
system. This continued monitoring helps ensure 
that the vast resources within the data center are 
allocated in a way that maximizes the efficiency and 
reliability of the data center.11   

The electrical power required for the IT load and 
the supporting infrastructure make data centers 
more ravenous consumers of electricity than other 
real estate product types. For example, a typical 
office building will use an average of 13.6 watts of 
power per square foot,12 but a data center will rarely 
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use fewer than 100 watts of power per square foot. 
Many data centers will use several hundred watts of 
power per square foot.13     

Data centers are often categorized based upon the 
maximum level of power that they are able to pro-
vide. A data center deployment located in a shared 
facility may consume just a few kilowatts (KW) of 
power.14 In contrast, a large data center deploy-
ment may use tens or hundreds of megawatts (MW) 
of power.15 Regardless of the size of a data center, 
effective management of the electrical power is cru-
cial to a data center’s successful operations.

Data center demand has increased continuously 
and exponentially since the start of the industry.16 
This demand swelled during the Covid-19 pan-
demic because of the number of people working 
from home, which heightened the technological 
and connectivity requirements of many business-
es.17 It has not slowed even though many people 
have returned to work because of the IoT (Internet 
of Things [i.e., growth of products that store and  
process digital data, such as Apple watches and 
Nest thermostats])18 as well as the growth of artificial 
intelligence,19 which requires considerable comput-
ing power to handle increasingly complex tasks.20

Bridging the delta between data center demand 
and data center supply poses a formidable chal-
lenge. Beyond the costs and complexities of design-
ing a data center, a fundamental requirement for 
a data center’s successful operation is reliable and 
high-quality electrical power. Currently, utility com-
panies throughout the United States need to create 
additional infrastructure to increase the amount 
of electrical power that they can make available 
to users.21 As a result, data center developers are 
exploring alternatives, including ways to make their 
data centers greener and more energy efficient.22 
Some developers are even trying to develop their 
own source of own electricity.23

TYPES OF DATA CENTER USES
Data centers are often highly customized and tai-
lored to meet the unique requirements of their 
actual or targeted users. This customization results 

in a wide array of uses, both within a single data cen-
ter and among data centers. Many data centers will 
have auxiliary office space and storage space, but 
this space is usually small relative to the computing 
operations’ area. The most common types of data 
centers (based upon the operations within a data 
center) are discussed below.   

Enterprise Data Center
An enterprise data center is operated by a company 
for its own use to support its internal computing 
infrastructure and operations. A user may own the 
building, or it may lease the building (or a portion 
thereof). 

In many respects, an enterprise data center in which 
a user occupies all (or a substantial part) of the data 
center resembles a traditional real estate product 
because the landlord leases space to the tenant, and 
the tenant is responsible for the operations within 
its space. In the context of a data center, the basic 
lease structure is that a landlord will provide the 
space and agree to make available to the tenant a 
specified level of electrical power. A landlord may 
also bring the fiber connection to an inside wall of 
the data center building. Beyond a specified end 
point within the landlord-provided infrastructure, a 
tenant would be responsible for almost everything 
else, including designing its own internal systems 
and networks, connecting to the fiber, bringing in 
its own equipment and managing its operations.

The owners and tenants of enterprise data centers 
are typically organizations that require significant 
amounts of customized computing infrastructure to 
support the vast quantity of data that they need to 
store, process and transmit. Sometimes these users 
also have heightened security concerns because 
of the sensitivity of their data. The foregoing user 
demands may be accommodated best in an enter-
prise data center. 

Companies like Google, Microsoft Azure, and Ama-
zon Web Services operate multiple enterprise data 
centers throughout the country. Some they own, and 
others they lease.24 Healthcare companies, financial 
institutions, utility companies, large universities, 
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and the federal government are examples of other 
types of organizations that frequently occupy enter-
prise data centers.25 

Colocation Data Center
A colocation data center, sometimes referred to as 
a retail data center, houses servers and network-
ing equipment for many different organizations in 
a shared setting. Each organization would have the 
right to use a specified area of space, which may be 
as small as a single 19-inch rack (i.e., shelf), within 
the data center. Each organization would provide its 
own computing equipment, which would be placed 
in a separate (i.e., segregated from the equipment of 
other users) locked cabinet, cage, or suite and would 
have responsibility for ensuring the integrity of its 
own data. In turn, a data center owner would agree 
to make available to a user: (i) a specified amount 
of power; and (ii) a variety of technical support and 
equipment maintenance services at an additional 
cost. There are standard services that will be avail-
able at most colocation data centers, but the menu 
of service options will vary among data centers 
depending upon a data center owner’s business 
model and the needs of the data center’s users.

Colocation data centers are attractive to users 
because their infrastructure is scalable. This means 
that a data center’s components (e.g., the physical 
space, IT load, electrical power, cooling equipment, 
and network capacity) may be adjusted to accom-
modate changes in the data center’s overall com-
puting workload without causing a major disrup-
tion to a user’s operations. Also, as a user’s demand 
increases, the user would have the option of 
requesting additional services from the data center 
operator to assist the user in meeting the increased 
demand.   

Many colocation centers also contain a physical 
location (or multiple locations) within the data cen-
ter, commonly known as a meet-me room (MMR) 
or a point of presence (POP) room,26 in which vari-
ous users, network providers, and others can con-
nect directly to each other. This direct connection 
facilitates the exchange of digital information by 

shortening the transmission time among the con-
nected entities.

All things being equal, it will cost a user more to be 
in a colocation data center with an MMR than to 
be in one without an MMR. As a result, small- and 
medium-sized organizations that do not need the 
additional connectivity provided by an MMR often 
occupy colocation data centers without an MMR. 

Data centers with MMRs tend to attract not just 
larger organizations, but also growing organizations 
that require scalable computing infrastructure (with 
an MMR being just one component of scalability), 
and companies that want to access data centers in 
multiple locations (e.g., e-commerce companies, 
financial institutions, media companies, and tech-
nology companies).

Colocation facilities resemble hotels in certain 
respects. Like a hotel guest occupying a small 
space in the hotel and using the hotel’s amenities, 
a colocation user places its computing equipment 
in a cabinet or cage, located in a larger shared area 
within the data center building, and uses the “ame-
nities” (i.e., services) that the data center owner 
would provide. 

A user in a colocation facility typically enters into 
either a colocation agreement (colo agreement) or 
a Master Services Agreement or Master Terms and 
Conditions (each, an MSA) with the data center 
owner. All of these agreements establish the rights 
and obligations of the parties with respect to the 
use of space within the data center, the use of the 
electrical power, and the provision of services at the 
data center. Typically, a colo agreement and an MSA 
create a license rather than the legal interest in real 
estate which would be created by a lease. One of the 
reasons for this is, like a hotel, the arrangement is 
less about the physical space and more about the 
services that are offered. Also, since it is much eas-
ier to terminate a license following a default by the 
licensee than it is to terminate a lease, the license 
arrangement is attractive to data center owners.

Colo agreements are used more often when the 
relationship between a data center owner and a 
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user exists at a single data center whereas MSAs are 
used more often when the relationship between the 
parties (including their affiliates) exists at multiple 
data centers.

A colo agreement sets forth the terms under which 
a data center owner would: (i) grant a user a non-
transferrable license to occupy a designated space 
within the data center (e.g., a rack, a cabinet[s], or a 
cage); and (ii) agree to provide the user with basic 
services (e.g., cooling services). A data center owner 
might also agree  to make a specified level of elec-
trical power available to a user. A data center user 
would be responsible for providing its own comput-
ing equipment. 

Additionally, under a colo agreement, a data cen-
ter owner would agree to make additional services 
accessible to a user at an additional cost, such as 
connecting to another user in an MMR, connect-
ing to telecommunications providers, and obtain-
ing installation and maintenance assistance with 
a user’s equipment (but not at a level that would 
give a data center owner access to any of a user’s 
data). Per the terms of a colo agreement, each time 
a user requests additional services, an order form 
would be incorporated into the colo agreement. 
The order form, which should be signed by the user, 
would contain the details on the specific services 
requested by the user and the costs thereof.

An MSA resembles a colo agreement in that a data 
center owner would: (i) grant a user a non-trans-
ferrable license to occupy certain space within the 
facility; (ii) agree to make available to the user a 
specified level of electrical power; and (iii) provide 
basic services to the user. An MSA is more expansive 
than a colo agreement because it governs the entire 
business relationship between the parties and may 
cover multiple data centers, frequently through exe-
cution of a short document that incorporates the 
MSA by reference and identifies building-specific 
matters (e.g., the property address and maximum 
available power). An MSA may also use a rider or 
addendum to cover multiple jurisdictions, not just 
within the United States but internationally as well. 
It is worth noting that there are material variations 

among jurisdictions with respect to the laws gov-
erning data centers and, as a result, to the agree-
ments executed thereunder.

As with a colo agreement, a user under an MSA 
would have the right to request additional services 
through an order form. The order form would gov-
ern specific elements of those services (e.g., the 
cost, term, power usage, etc.) and be incorporated 
into the MSA by reference. Some data center own-
ers offer more extensive services under an MSA 
than they make available under their standard colo 
agreement. 

Cloud Data Centers
Cloud data centers are data centers where one or 
more cloud service providers (e.g., Amazon Web 
Services, Google Cloud Platform, and IBM Cloud) 
house and utilize their computing infrastructure 
and provide computing resources to third parties 
through the internet. These data centers tend to 
be in centralized locations so that the cloud ser-
vice provider’s network and resources are physically 
closer to the third parties who use its service.27

One of the key characteristics of a cloud data cen-
ter is scalability. A cloud service provider’s equip-
ment and network capacity may be increased 
or decreased depending upon the then-current 
demand for its services. This flexibility ensures that 
a cloud service provider (and ultimately a consumer) 
is not overpaying for unneeded resources and also 
ensures that the ultimate user is able to access the 
information in the cloud quickly.

Another important characteristic of a cloud data 
center is that most, if not all, of its critical systems 
have redundancy (i.e., backup systems), which 
reduces the risk of a disruption in operations. All 
data centers seek to achieve reliability and continu-
ity of operations, but it is particularly important for 
cloud data centers.

If a colocation data center operates like a hotel, a 
cloud data center (as between the cloud service pro-
vider and its third-party users) operates like a res-
taurant. A cloud service provider furnishes various 
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computing resources to its third-party users. As in 
a restaurant, these third-party users are presented 
with a menu of options that allows them to select 
their desired services while relying upon the infra-
structure and expertise of the cloud service pro-
vider to fulfill their demands. Also, as in a restaurant, 
the computing resources of a cloud service provider 
are adjustable based upon its needs. 

An MSA is typically the document that governs the 
relationship between a data center owner and a 
cloud service provider . Since cloud service providers 
tend to be large IT companies that exist in multiple 
data centers, it is easier for the parties to negotiate 
an MSA agreement once and then expand the scope 
of the MSA to cover any new data centers added in 
the future.

Edge Data Centers
Edge data centers are smaller data centers located 
close to the end user. They are designed to process 
information locally rather than through centralized 
data centers. They also tend to prioritize low laten-
cy.28 Despite their smaller size, reliability is impor-
tant, so they often have redundant backup systems. 

Originally, edge data centers were found primar-
ily in rural locations that did not have access to the 
facilities and equipment used by larger data centers 
in heavily populated areas. More recently, demand 
for low latency has driven edge data centers to sub-
urban areas that are closer to their end users.29       

Edge data centers are used by organizations that 
benefit from being closer to their respective end 
users. These organizations may include utility com-
panies, telemedicine providers, and autonomous 
transportation companies,30 all of which benefit 
from the ability to process large amounts of data 
quickly and locally.

Depending upon the purpose for which the edge 
data center is being used, the agreement between a 
data center owner and user could take the form of a 
lease, colo agreement, or MSA.

Hyperscale Data Centers
A hyperscale data center is distinguished from other 
types of data centers by its size and electrical power 
rather than by the nature of its use. Any of the above-
referenced data centers could be a hyperscale data 
center, and cloud data centers frequently are. Hyper-
scale data centers are designed to accommodate the 
processing, storage, and transmission of enormous 
amounts of data. For example, artificial intelligence 
processing and IoT processing often take place in a 
hyperscale data center because of the substantial 
amount of power that is required for each.31   

By providing substantially more power than other 
data centers, hyperscale data centers allow a user 
to deploy considerably more computing equipment 
than a traditional data center would accommodate. 
It is not unusual to find more than 100,000 racks, 
servers, and storage systems within a hyperscale 
data center.32 For this reason, it is essential that a 
user’s equipment be scalable so that such equip-
ment does not use more energy or other natural 
resources than are necessary to satisfy the then-
current workload. 

DATA CENTER OPERATIONS
Managing the operations of a data center, particu-
larly one that has multiple users, is a complex and 
exacting task that involves continuous monitoring 
and adjustments. For example, a data center owner 
must ensure that the aggregate electrical power 
being used by the data center at any time does not 
exceed the aggregate amount of electrical power 
committed (i.e., agreed to be made available) to the 
data center from the utility company and any other 
power sources. A data center owner must also ensure 
that each of the data center’s users has access to the 
electrical power promised to such user. Beyond that, 
the operator must ensure that the electrical power 
throughout the facility is balanced appropriately 
(e.g., that cooling systems have sufficient power to 
cool the IT load). If the temperature in a data center 
gets too high or the humidity rises above a certain 
level, the equipment may not function as intended. 
Even if this malfunction does not disrupt the data 
center’s operations significantly, it could adversely 
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affect the optimization and efficiency of the data 
storage, processing, and transmissions. 

Regardless of whether the relationship between a 
data center owner and a user is governed by a lease, 
colo agreement, or MSA, a data center user may pro-
tect itself from a data center owner’s mismanage-
ment by entering into a Service Level Agreement 
(SLA) with the data center owner (or incorporating 
an SLA into the lease, colo agreement, or MSA). An 
SLA is a contract between a data center owner and 
a user in which the owner agrees to satisfy specified 
metrics and perform certain obligations related to 
the data center’s operations. The primary differences 
between the covenants in a lease, colo agreement, 
or MSA and in an SLA are that: (i) a data center owner 
is strictly liable for a breach of an SLA; and (ii) a user 
is limited to the remedies specified in the SLA.  

SLA requirements vary widely, but, at a minimum, 
these requirements include the amount and avail-
ability of electrical power to be provided to the user, 
guaranteed minimum uptime (i.e., the minimum 
annual availability of a data center),33 and the tem-
perature range and humidity levels that must be 
maintained within the data center.34  For a signifi-
cant user, an SLA may impose extensive additional 
performance targets and criteria, including required 
system configurations, voltage consistency, nature 
of backup systems, type of HVAC equipment, and 
battery capacity.35 Items such as maximum response 
times for certain service requests (e.g., connection 
requests and remote services) are most often cov-
ered in an underlying lease, colo agreement, or MSA 
but may also be covered in an SLA.

SLAs are extremely technical, and the specifica-
tions are typically negotiated by qualified engineers 
and professionals who possess an in-depth under-
standing of a data center’s operations. There are 
also crucial business and legal points in SLAs that 
should not be overlooked. These points include: 
(i) where a data center owner’s obligations to satisfy 
the SLA criteria end (i.e., at what physical point in 
the network does a data center owner cease to be 
responsible for an SLA violation); (ii) a user’s obliga-
tions to assist in meeting the SLA criteria; (iii) what 

constitutes a default that would entitle a user to 
exercise remedies under an SLA; and (iv) the nature 
of a user’s remedies.36   

Under a properly drafted SLA, a data center owner 
will be responsible for matters within its control 
but will not be responsible for failures arising from 
a user’s equipment or a user’s mismanagement. The 
appropriate physical location to shift responsibilities 
from a data center owner to a user will depend in 
large part upon the nature of the data center’s use. 
If a data center user occupies several floors in a facil-
ity and runs its own equipment and operations, the 
point at which responsibilities shift between it and 
the data center owner would be further upstream 
than it would be in a colocation facility where a 
user occupies a single cabinet in a shared suite. Fre-
quently, the exact hand-off spot is not specified in 
the SLA because the location might change based on 
shifts in infrastructure and installations; however, it is 
essential that the parties, and particularly the techni-
cal personnel, have a clear understanding of exactly 
where the operational responsibility is intended to 
be transferred from a data center owner to a user. 

An owner’s agreement to satisfy the criteria set forth 
in the SLA is conditioned upon the user fulfilling cer-
tain of its obligations. For example, many data cen-
ters use a “hot” aisle and a “cold” aisle. These two 
aisles are set up in a manner that facilitates the cool-
ing process.37 If a user were to place its equipment in 
a manner that would disrupt the hot aisle/cold aisle 
framework, then a data center owner would not be 
responsible for its failure to meet temperature and 
humidity (and potentially other) SLA requirements.

While an SLA obligates a data center owner to 
achieve a number of different targets, not all these 
targets are of equal importance to a user. For exam-
ple, a complete power shut down at the data cen-
ter (including a shutdown of all backup systems) for 
30 minutes would have a different impact on a user 
than would 30 minutes of the data center operat-
ing at a temperature one degree above the target. 
Thus, a data center owner and a user would negoti-
ate when an SLA violation would trigger the user’s 
right to exercise the remedies specified in the SLA. 
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Certain violations (e.g., power outage to the data 
center) may trigger remedies automatically while 
other violations may not trigger remedies until they 
have occurred multiple times or the owner’s notice 
and cure rights have expired.  

SLA remedies are generally limited to credits against 
a user’s future payments to the data center owner.38 
Some users may try to expand their remedies to 
include damages against a data center owner, but 
it is extremely rare for a data center owner to agree 
that a user would have the right to recover dam-
ages (even if the amount of the damages is capped) 
regardless of the identity or leverage of a user. Cer-
tain extreme SLA violations (e.g., if electrical power 
to the data center is turned off completely for more 
than 24 hours, three times within one week) might 
give a user a right to terminate its underlying user 
agreement (i.e., lease, colo agreement or MSA), but 
even in that event, a user would not have a right 
to collect damages. Negotiations over the size and 
application of the SLA credits are often extensive. 

Certifications
Although data center users utilize an SLA to obtain 
assurances regarding the reliability of the data cen-
ter’s operations, data center owners have the option 
of providing additional assurances to their users by 
obtaining one or more third-party certifications. 
Depending upon the nature of the information 
passing through a data center, some of these certifi-
cations may be mandatory. Other certifications may 
provide a data center owner with an advantage over 
its competitors, particularly if a data center opera-
tor does not have a strong, established reputation. 
Most of the available data center certifications focus 
on redundancy and security. 

With respect to redundancy, the most prevalent 
certification comes from the Uptime Institute, which 
has developed a four-tier system to assess the reli-
ability and availability (i.e., the frequency with 
which operational disruptions occur) of a data cen-
ter.39 Not every data center owner spends the time 
and money required to obtain a tier certification 
from the Uptime Institute; however, both owners 

and users tend to reference the tiers to describe the 
reliability and availability of a data center’s opera-
tions even if the data center is not certified. 

Tier I data centers are the lowest tier of data center 
because they have the lowest availability. They typi-
cally have no (or minimal) backup systems, but even 
a Tier I data center has an uptime of approximately 
99.671 percent.40 In contrast, Tier IV data centers 
provide the greatest level of availability and reliabil-
ity with a minimum uptime of approximately 99.995 
percent.41 In order to achieve such a high level of 
uptime, Tier IV data centers have substantial redun-
dancy. Since Tier IV data centers are more expensive 
to build, operate, and lease as compared to Tier I 
data centers, a user would tend to gravitate to the 
tier that most closely aligns with its needs. Typically 
cloud data centers have the uptime of a Tier III or 
Tier IV data center even if they have not been certi-
fied formally as such.42

From a security perspective, there are a number of 
national and international certifications that are 
available to evidence a data center’s compliance with 
security and operational protocols. In the United 
States, Systems and Organization Controls (SOC) 2 is 
a non-industry-specific certification that focuses on 
the security, availability, processing integrity, confi-
dentiality, and privacy of a data center’s systems and 
processes.43 Other common security-related certifi-
cations include International Standards Organization 
(ISO) 27001 (an internationally recognized standard 
for information security management systems);44 the 
Federal Risk and Authorization Management Pro-
gram (FedRAMP) (a US government certification that 
ensures a data center’s security controls align with 
government standards);45 and the Cloud Security 
Alliance (CSA) Security, Trust, and Assurance Regis-
try (STAR) certification, which assesses the security of 
cloud service providers, including the data center in 
which they operate.46  

DATA CENTER ACQUISITIONS
Although purchasing an existing data center asset 
is substantially similar to purchasing another tradi-
tional type of commercial real estate product, there 
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are some unique sensitivities and concerns that arise 
with a data center. Before commencing a data cen-
ter acquisition, an investor’s counsel should obtain 
some basic information from the investor regarding 
the data center, including: (i) its current use(s) (e.g., 
colo facility); (ii) its intended use(s); (iii) whether 
it has an MMR; (iv) the maximum electrical power 
capacity of the data center; (v) whether the data 
center has any general security certifications (e.g., 
SOC2, ISO 27001) or industry-specific regulations 
(e.g., Health Insurance Portability and Accountabil-
ity Act (HIPAA) or Payment Card Industry Data Secu-
rity Standard (PCI DSS)); (vi) whether the data center 
needs to procure any certifications for the current 
or targeted users of the data center; (vii) whether 
the purchaser anticipates hiring any of the seller’s 
employees; and (viii) whether the purchaser has any 
direct or indirect foreign ownership. The discussion 
below illustrates the relevance of these questions 
and the importance of answering them in the early 
stages of an acquisition process. 

Location
There is an old adage that the three most impor-
tant criteria in real estate investing are: “1. Location. 
2. Location. 3. Location.” That adage may pre-date 
data centers, but it is certainly applicable to them. 

Beyond the typical considerations for any commer-
cial real estate product type, such as proximity to 
customers, accessibility, demand for the product, 
number of competitors in the same vicinity, and 
compliance with applicable zoning, a data center 
investor should focus on locational attributes that 
maximize the data center’s availability (i.e., minimize 
disruptions). Important considerations in evaluating 
the suitability of a data center’s location include the 
following:

Electrical Power Source
Since a data center uses substantially more electri-
cal power than other real estate product types, it 
is not enough for an investor to rely on a standard 
“will serve” letter from a utility company. Certainly, 
an investor would want to know that the electri-
cal provider has agreed to provide electrical power 

to the data center. In addition, an investor would 
want to ensure that the electrical power provider 
has: (i) the ability to produce the required power; 
and (ii) the infrastructure necessary to transmit that 
power to the data center to support it, its redun-
dancy, and the power required by the users within 
the data center. 

An investor should also assess the costs and 
expenses, if any, required to bring the electrical 
power directly to the data center. For example, an 
investor should determine whether additional trans-
mission lines would be required to bring the electri-
cal power to the site and whether one or more new 
electrical substations would be required to support 
the data center’s operations. If so, an investor should 
also determine who would have responsibility for 
constructing the substations. The electrical power 
analysis should consider not just the data center’s 
initial demands for power, but also increases in 
demand that might occur over time as the IT load of 
the data center’s customers grows. 

Connectivity
A data center is not self-sufficient. In order for a data 
center to function, the digital data needs a pathway 
(i.e., fiber optic cable) through which it can enter and 
leave the data center. This makes it essential for a 
data center to be located proximate to one or more 
fiber routes. It is incumbent upon an investor and 
its lawyer to understand: (i) where the fiber routes 
are located; (ii) who owns the existing fiber routes 
(e.g., there may be a risk of disruption if the fiber 
is owned by an adjacent, competitive data center); 
(iii) whether the fiber routes are connected directly 
to the data center, and if not, whether, how, and at 
what cost a direct connection could be achieved; 
(iv) whether the owner of the fiber has the necessary 
easements or other legal rights to bring the fiber 
from its original source to the data center; and (v) if 
the fiber routes are owned by a telecommunications 
provider, the financial stability of that provider (e.g., 
there is a possibility that a data center’s operations 
would be disrupted if the data center had only one 
fiber network and the applicable telecommunica-
tions provider had filed for bankruptcy).  
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Coolant
It is imperative that a data center’s equipment be 
kept cool to avoid overheating. Data centers employ 
a number of design features to enhance their cool-
ing (e.g., raised flooring and hot aisle/cold aisle lay-
out), including cooling systems. Most frequently, 
water is used in the cooling process; however, cli-
mate change is adversely impacting the availability 
of water in many locations, causing water to become 
scarcer, more restricted, and more expensive than 
it was previously. As a result, and in an effort to be 
more green, newer data centers often use a coolant, 
either in addition to, or in lieu of, water.47 Regardless 
of a data center’s cooling mechanism, it is critical 
for a data center investor to confirm that the data 
center has a dependable and committed source of 
water (or other coolant). Without a reliable source of 
cooling, a data center would not be able to operate 
at capacity or, potentially, at all. 

Natural Hazards
A data center investor should ensure that the data 
center’s location minimizes the risk that the data 
center will be impacted by natural hazards. Among 
other things, this means that the data center should 
be in the 500-year floodplain. If it is not, the data 
center will not be attractive to users because of the 
increased flood risk. 

It would be imprudent for a data center investor or 
its counsel to assume that an existing data center 
is in a 500-year flood plain. It may have been so at 
the time of construction, but the flood maps created 
by the Federal Emergency Management Agency 
(FEMA) could have changed following the construc-
tion of the data center. It is advisable to do some 
diligence beyond looking at FEMA’s flood plain 
classification. Climate change is disrupting tradi-
tional weather patterns faster than FEMA can make 
changes to its maps. Accordingly, it is important for 
an investor and its counsel to review the recent his-
tory of the property and surrounding areas to con-
firm that the data center has not been impacted by 
any floods, and that there have been no other situ-
ations that might create a reasonable possibility of 

flooding which indicate that the data center may be 
vulnerable to flooding in the future. 

Additionally, it is undesirable for a data center to be 
in any type of fire zone. As with flood maps, current 
fire zone maps are prone to inaccuracies because of 
recent climate change. Therefore, an investor should 
not rely solely upon fire zone maps and should 
review the recent history of the property and sur-
rounding areas to assess the potential fire risk. 

A data center investor’s analysis of natural hazards 
should not stop with flood and fire zones. Locations 
near a coastline potentially prone to a tsunami or on 
a hillside that could be subject to erosion are also 
particularly undesirable. There are a number of envi-
ronmental factors that could affect the success of 
the data center depending upon the geography of 
its locale. An investor should consider all applicable 
environmental factors prior to making its invest-
ment in a data center. 

Physical Hazards
A data center investor must pay attention to any 
potential physical hazards surrounding the data cen-
ter, focusing particularly on those that could cause 
catastrophic events. Even if the risk of a catastrophic 
event is remote, it could adversely affect the data 
center’s operations. Anything that could threaten 
the continuity and reliability of operations make the 
data center less attractive and competitive to users. 
It is impossible to identify all the hazards that could 
reduce a data center’s desirability, but data center 
investors typically seek to avoid having a data cen-
ter located: (i) in close proximity to active train tracks 
because of the concern that a train might derail and 
hit the data center; (ii) under a flight path because of 
the concern that a plane would collide with the data 
center; and (iii) near large gas pipelines because of 
the concern that a pipeline explosion would impact 
the data center. 

Typically, an attorney does not have the opportunity 
to visit the site that its client is buying, but that does 
not absolve the attorney of its obligation to per-
form diligence on a data center’s location. Attorneys 
should use Google Maps or a similar application to 
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obtain a visual picture of the property that is being 
acquired. In doing so, an attorney obtains a better 
sense of the physical site and unique concerns that 
should be addressed during the diligence period 
and in the purchase documents. When looking at a 
data center for a client, an attorney should expand 
the Google search to review the area surround-
ing the data center in search of potential hazards 
or other risks that could disrupt the data center’s 
operations. 

Compatible Neighborhood
Data centers produce noise, vibrations, and, often, 
diesel fumes. Locating a data center in an environ-
ment that would be sensitive to any of those mat-
ters, such as a residential neighborhood, school, or 
life-science building is not ideal even if permitted by 
zoning. Doing so might require an investor to make 
additional capital expenditures to mitigate the 
effects of the data center’s byproducts. It is advis-
able for an investor to check the community’s recep-
tiveness to data centers. Some areas are becoming 
politically resistant to data centers.48 This opposition 
has the potential to create challenges for a data cen-
ter developer on a host of matters, including diffi-
culties obtaining tax incentives and permits.

DUE DILIGENCE
The due diligence for data centers is substantially 
similar to that of other commercial real estate prod-
uct types and includes a review of contracts, leases, 
permits, titles, surveys, financial statements, tax 
statements, soils reports, environmental reports, 
physical condition reports, building plans, and other 
property-related information. What makes the due 
diligence for a data center unique is its increased 
focus in certain areas.

Electrical Power
Since one of the most fundamental elements of a 
data center is the electrical power available to it, 
one of the roles of a data center investor’s lawyer 
during the due diligence process is to evaluate the 
likelihood that the data center will have continuous 

power. This analysis can be accomplished in a vari-
ety of different ways.

First and foremost, an investor should obtain an 
electrical power report from a qualified energy con-
sultant. Much like other third-party reports that an 
investor obtains (e.g., an environmental report and 
a property condition report), a power report pro-
vides a third-party analysis of the use and consump-
tion of electrical power in the data center. A power 
report will not only help an investor understand 
the current operations of the data center, but also 
may assist a data center owner in improving the effi-
ciency of the data center’s operations, including by 
making recommendations for optimizing the data 
center’s use of electrical power. Among the other 
items that a power report addresses are the follow-
ing: (i) Power Use Effectiveness (PUE), which is a met-
ric frequently used to address the energy efficiency 
of a data center;49 (ii) the energy consumed by a data 
center, including historical information and trends;50 
(iii) power monitoring and metering, including the 
types of meters used, the means for measuring and 
monitoring power, and the granularity of the data 
(in terms of individual equipment as well as the data 
center as a whole);51 (iv) electrical power distribu-
tion systems within a data center, including infor-
mation on the redundancy, latency, and reliability 
of the infrastructure;52 and (v) cooling infrastructure, 
including the type, energy consumption, and effec-
tiveness of the cooling systems.53

Typically, a data center owner would contract with 
an electrical utility company for the delivery of the 
electrical power to the data center. It is advisable for 
an investor’s lawyer to review these contracts care-
fully and assess: (i) the nature of the utility compa-
ny’s obligation (e.g., whether the contract includes 
the utility provider’s commitment to deliver elec-
trical power as opposed to the utility provider’s 
estimate of the power that it expects to be able 
to deliver); (ii) the amount of power that the utility 
company has agreed to make available to the data 
center (both the guaranteed minimum and maxi-
mum capacities, if applicable); (iii) any conditions 
(other than payment) that must be satisfied before 
the utility company is obligated to provide electrical 
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power to the data center (e.g., whether the provi-
sion of power is conditioned upon the building of 
new infrastructure by the utility company or the 
data center owner); (iv) whether or not the power is 
presently available or is expected to be available at 
a future date; and (v) whether there is a maximum 
term on the contract. Even if the contract seems 
watertight from an investor’s perspective, an inves-
tor and its counsel should investigate the utility 
company and not rely solely on the contract. 

In addition to reviewing the contract, a data center 
investor and its lawyer should consider the reliabil-
ity of the utility provider (e.g., its financial condi-
tion and past performance) and, for existing data 
centers, any historic disruptions of power emanat-
ing from the utility provider and otherwise. These 
disruptions may take many different forms. Below 
are some examples, but the list is certainly not 
comprehensive.

In July 2022, Dominion Energy notified its data cen-
ter customers in Eastern Loudon County, Virginia 
(a data-center-heavy area frequently referred to as 
“data-center alley”) that the power for new facili-
ties would be delayed for years because the util-
ity’s infrastructure could not handle the demand.54 
Subsequently, Dominion Energy announced that 
“[a]fter completing a comprehensive analysis of our 
system and accelerating several near-term projects, 
we’ve been able to lift the temporary pause and 
resume new data center service connections on an 
incremental basis.”55 Even with the turnaround in 
Dominion Energy’s position, the amount of electri-
cal power it anticipates providing may be less than 
the amount that the data centers are expecting, and 
shortages could persist until Dominion Energy’s 
new infrastructure is completed in 2026.56

Another example involves Pacific Gas and Elec-
tric (PG&E), which filed for bankruptcy in 2019 but 
has since emerged.57 For investors who were con-
sidering whether to buy a data center serviced 
by PG&E, it would have been important to under-
stand the effect of the bankruptcy proceedings on 
the enforceability of previously executed electrical 
power commitments by PG&E to the data center 

and on any contracts involving obtaining electrical 
power from a third-party source. 

In recent years, California, among other states, has 
faced rolling blackouts from its electric utility pro-
viders during times of peak demand. It would be 
important for a data center investor to understand 
the frequency and duration of these blackouts and 
assess the likelihood that they would adversely 
impact the data center’s operations, including the 
cost and impact of running generators during such 
blackouts. 

As a final example, some utility companies have an 
unofficial “use it or lose it” policy, meaning that if 
the electrical power is not being used by a facility, 
a utility company may re-direct the excess power 
elsewhere despite the utility company’s commit-
ment to make the power available to that facility. 
Such a policy would adversely affect a data cen-
ter’s operations if it were to result in the data cen-
ter’s inability to access the power it needed when 
demand increased. 

Fiber Access
As noted above, a data center cannot fulfill its 
intended function unless it has fiber to transmit the 
data in to and out of the data center. Proximity to 
the fiber is necessary but not sufficient; a data cen-
ter owner must also have all of the legal rights to use 
the fiber. Accordingly, a critical part of a lawyer’s due 
diligence is: (i) determining the identity of the owner 
of the fibers from their originating source to the data 
center; (ii) confirming that the owner of the fibers 
have an easement or other permanent legal right 
to use the real property under which the fibers are 
located; (iii) determining where and how the fibers 
connect to the data center; (iv) ascertaining the own-
ership of, and responsibility for, the fibers once they 
enter the data center; (v) identifying the costs asso-
ciated with using the fibers; and (vi) reviewing and 
analyzing each of the fiber contracts, in a manner 
similar to the legal analysis applicable to the electri-
cal power contracts, to ensure that the data center is 
able to rely on the perpetual (or at least long-term) 
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use of the fibers. This diligence may seem excessive, 
but it is critical. 

This author worked on a data center acquisition that 
failed to close because the fibers connecting the data 
center to the end users ran under an adjacent prop-
erty, and the owner of those fibers had no legal right 
to locate the fibers under the adjacent property. The 
owner of the adjacent property did not object to the 
existence of the fibers but would not grant an ease-
ment or other legal right for the fibers to traverse its 
property. Further, the owner of the adjacent prop-
erty had taken steps to ensure that the owner of the 
fibers would not acquire rights through the adja-
cent property by adverse possession or otherwise. 
Effectively, this meant that the data center that was 
being acquired could be shut down instantaneously 
if the adjacent property owner ceased to cooperate 
and demanded the removal of the fibers on its prop-
erty. Even if this risk were considered small, it was 
not a risk that the data center investor was willing 
to accept. 

The investor and its counsel may want to consider 
performing diligence on the fiber providers, which 
are often telecommunications companies. For exam-
ple, if there were only one fiber in and out of a data 
center, then the data center would be completely 
reliant upon that fiber to operate. In this instance, 
it would be prudent for a data center investor to 
investigate the financial stability and reputation of 
the fiber provider. In contrast, if there were multiple 
fibers in and out of the data center, each owned and 
operated by a different company, then the failure 
of one company might not have a material adverse 
impact on the data center’s operations. 

Security Compliance
Both physical security and cyber security are critical 
to the successful functioning of a data center and 
should be an area of focus for the investor and its 
counsel. If a data center has a current data center 
certification  (e.g., SOC2 or ISO 27001), then an inves-
tor may not consider it necessary to obtain an addi-
tional third-party report to assess the overall secu-
rity of the data center. 

If a data center is performing operations that are 
subject to HIPAA, PCI DSS, or other regulations, then 
an investor and its counsel should confirm that the 
data center has the appropriate certifications for 
such use. Otherwise, the data center is at risk of los-
ing some of its customers. It is worth noting that 
since a data center owner would not have access 
to the data of its users, an owner would not know 
whether any regulatory certifications are required 
unless the owner has been notified by a user. This 
notification typically takes the form of an obligation 
imposed upon a data center owner in a lease, MSA, 
or colo agreement. 

If a data center does not have any current security 
certifications, a potential investor should consider 
whether to obtain a third-party security assess-
ment prior to acquiring the data center. A security 
assessment typically evaluates a number of matters, 
including: (i) the data center’s established physical 
and electronic security policies; (ii) the operations’ 
compliance with established security policies and 
compliance with any applicable regulations (e.g., 
HIPAA); (iii) the overall effectiveness of the data cen-
ter’s infrastructure and vulnerabilities; and (iv) the 
mechanisms for protecting the privacy and confi-
dentiality of data.58 Even if a data center does not 
need any regulatory certifications for its existing 
users, the investor may want to expand the security 
report to include an assessment of whether certifica-
tions reasonably would be available to the data cen-
ter for future regulated users (e.g., hospital systems). 

Condition of Systems
Data center investors, like other real property inves-
tors, generally obtain a Property Condition Report 
to tell them about the general condition of the 
improvements and building systems; however, 
a data center investor’s investigation should not 
stop there. An investor should obtain a report that 
assesses the condition of the critical infrastructure 
and equipment in the data center, the remaining 
useful life, building management systems, Tier lev-
els/equivalents, energy efficiency, and potential 
points of failure.59
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In addition to evaluating a data center’s primary 
systems, an investor would be wise to assess the 
backup systems as well to ensure that they are 
functioning properly. To accomplish this, an inves-
tor would obtain a third-party report that assesses 
the redundancy of the backup infrastructure and 
processes and determines whether they meet the 
standards that the data center has committed to 
in the SLAs and otherwise. This type of report may 
include an analysis of one or more of the following: 
(i) the effectiveness, reliability, and scalability of the 
backup systems; (ii) the backup testing and veri-
fication processes, including frequency and com-
prehensiveness; and (iii) redundancy and disaster 
recovery capabilities of the systems and their ability 
to continue to operate in the event of a disaster or 
failure of the primary system.60

Equipment Leases
The due diligence involved in the acquisition of a 
real estate product includes an evaluation of equip-
ment leases. In this author’s experience, traditional 
real estate products often have equipment leases 
for incidental equipment (e.g., photocopiers) but do 
not rely on equipment leases to finance the acqui-
sition of major equipment. Similarly, data center 
owners do not tend to finance their equipment. 
In contrast, data center users frequently enter into 
equipment leases. 

Operating costs, scalability, maintenance costs, and 
constantly changing technology often motivate 
a data center user to lease some of its computing 
equipment. By leasing equipment rather than buy-
ing it, a data center user can reduce its up-front cap-
ital investment and spread the costs over the term 
of the equipment lease. It can also provide a data 
center user with greater flexibility and scalability 
because the user can add or remove equipment as 
necessary to match its demands. Data center users 
rely heavily on technology, which changes rap-
idly. By leasing equipment rather than buying it, a 
data center user would be able to replace outdated 
equipment at the end of a lease term with newer 
and more competitive equipment. 

Another reason that some data center users elect 
to lease some of the equipment rather than buy it 
is that many equipment leases place maintenance 
responsibility with the lessor rather than the lessee. 
While this allocation of responsibility may appeal 
to some data center users, it could deter others 
because of the security concerns that arise by hav-
ing third parties maintain the equipment. 

It is incumbent upon a data center investor and its 
counsel to ensure that the investor fully understands 
which equipment leases are an obligation of a data 
center owner as opposed to the user. 

SLAs
An SLA is often an exhibit to a lease, MSA, or colo 
agreement rather than an independent contract. 
Regardless of the form they take, SLAs should be a 
principal focus of any data center investor’s due dili-
gence. If a data center does not achieve the metrics 
and targets set forth in an SLA, then the data center 
could lose income because of fee credits provided 
to a user as a remedy for an SLA violation. Even 
worse, a user might have the right to terminate its 
lease, colo agreement, or MSA because of an SLA 
violation.

Most data center owners have a preferred form of 
SLA. As part of its diligence, a data center inves-
tor should review the seller’s form to confirm that 
the data center is able to achieve the requirements 
established by the SLA. Beyond reviewing the stan-
dard form of SLA, an investor and its counsel should 
also review any user’s SLA that differs in any respect 
(regardless of how minor the deviation may seem) 
from the SLA form.

In addition to a typical contract review, an SLA 
should be reviewed by a specialist. SLAs are highly 
technical, so only someone who is a trained expert 
in the subject matter would be able to understand 
the full scope of an SLA’s requirements in the con-
text of the applicable data center’s infrastructure 
and operations and assess the likelihood that the 
data center would be able to maintain the SLA’s 
required metrics.    
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MSAs
There are a lot of similarities among leases, colo 
agreements, and MSAs; however, there is one 
unique aspect of an MSA that requires special con-
sideration in connection with a data center acqui-
sition. MSAs are designed to govern the entire 
relationship between the parties across multiple 
properties (and often multiple jurisdictions). Some 
MSAs contain provisions that contemplate the sale 
of a property covered by the MSA and allow for the 
MSA to be segregated automatically into two sepa-
rate agreements (one between the original parties, 
and one between the purchaser and the user) upon 
the sale of a property. A surprising number of MSAs 
do not contain this type of a provision or contain 
one that is insufficiently drafted to accomplish the 
stated purpose. 

It is important that early in the diligence process, a 
data center investor’s counsel determine whether 
the investor’s purchase of the property would cause 
all of the MSAs to become separate independent 
contracts between the new owner and the applica-
ble user. If not, then a data center purchaser should 
commence discussions immediately with the seller 
to determine how to address the matter so that 
the investor will be able to benefit from the MSAs 
without being responsible for, or impacted by, data 
center operations at properties other than the one 
which the investor is purchasing.

Warranties
While the due diligence in any real estate acquisi-
tion should include identification and review of any 
unexpired warranties, this step is particularly crucial 
in a data center acquisition. Given the quantity and 
cost of the equipment in a data center, a purchaser 
and its counsel should determine which equipment 
is covered by warranties, the scope of the coverage, 
and the requirements for a valid assignment of the 
warranties, including any fees that would need to be 
paid or consents that would need to be obtained. 
It is worth noting that data centers frequently have 
equipment located on their roofs and that such 
equipment could adversely affect a roof warranty. 
If an investor wants to purchase a data center that 

has equipment on its roof, then the investor and its 
counsel should review the roof warranty carefully to 
identify any adverse impact that such equipment 
would have on the warranty.    

Employees
Data centers are complex to operate and require 
skilled employees. Edge data centers in remote loca-
tions may have difficulty finding employees with the 
requisite skill set. Even if skilled employees are avail-
able, an employee with historical knowledge of a 
data center, particularly a data center that has mul-
tiple users, could provide significant value to a data 
center purchaser. 

While a seller’s employees often accept new 
employment from a data center’s purchaser, a pur-
chaser should not expect that a data center seller 
would agree to allow the data center purchaser to 
hire the seller’s employees. If a seller operates many 
data centers, then the seller may choose to move 
employees from the property being sold to one of 
the seller’s other properties. Therefore, an investor 
and its counsel should determine at the beginning 
of a sale transaction whether the investor wants to 
hire any of the seller’s data center employees. 

If a new data center purchaser does want to hire 
any of the seller’s data center employees, and the 
seller is amenable to such hiring, then the purchaser  
should engage labor and employment counsel to 
perform the necessary diligence on employment 
matters (e.g., analyzing information on the individ-
ual employees, salaries, and benefits and reviewing 
any collective bargaining agreements) as well as to 
advise on all applicable local and federal regulations.

Committee on Foreign Investment 
in the United States

Another matter that an investor should evaluate 
in purchasing a data center is the potential impact 
that the Committee on Foreign Investment in the 
United States (CFIUS) 61 could have on the transac-
tion. CFIUS is an inter-agency committee, chaired 
by the United States Secretary of the Treasury, that 
advises the president of the United States on the 
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risks created by foreign ownership of US businesses. 
CFIUS has jurisdiction to review any transaction that 
could result in foreign control of a US business, as 
well as certain non-controlling foreign investments 
involving a TID US Business, defined as: 

any US business that: (a) Produces, designs, 
manufactures, fabricates, or develops one or 
more critical technologies; (b) Performs the func-
tions as set forth in column 2 of appendix A to 
this part with respect to covered investment 
critical infrastructure; or (c) Maintains or collects, 
directly or indirectly, sensitive personal data of 
U.S. citizens.”62 

CFIUS excludes from its scope certain foreign inves-
tors63 and certain non-controlling foreign invest-
ments in investment funds.64

A decade ago, few real estate lawyers knew of CFIUS 
because it was presumed to apply only to businesses 
and not to real estate.65 Even today, many real estate 
lawyers are still unaware of CFIUS despite the fact 
that in 2018, the Foreign Investment Risk Review 
Modernization Act (FIRRMA) expressly expanded 
CFIUS’ authority to include the review of certain real 
estate transactions.66 The Department of the Trea-
sury subsequently adopted additional regulations 
establishing, clarifying, and further defining CFIUS’ 
jurisdiction over real estate.67

Any data center that falls within the definition of 
“covered real estate” is subject to CFIUS’ jurisdic-
tion. Data centers are unique from other real estate 
product types, regardless of where they are located, 
because, under CFIUS, they could be considered a 
“TID US Business”68 under the “critical infrastructure” 
classification or “maintenance and collection of per-
sonal data” classification or both. If a data center is 
so classified, then CFIUS would have jurisdiction if 
there were any (not just a majority) foreign invest-
ment in the data center.

Counsel to a data center investor should inquire at 
the start of the transaction as to whether  the pur-
chasing entity has any direct or indirect foreign 
ownership regardless of the size of the foreign 
investment. If the purchaser does, and the foreign 

ownership in the investor is not exempt from CFIUS 
as either an “excepted investor” or an excluded 
investment fund, then counsel must perform fur-
ther diligence to determine whether the specific 
data center could be considered a TID US Business.  

If a transaction falls within CFIUS’ jurisdiction, then, 
depending upon the nature of the transaction, the 
parties may be mandated to file under CFIUS prior 
to closing the sale. Even if a filing is not mandatory, 
it may be prudent for a purchaser voluntarily to seek 
CFIUS’ approval prior to the closing of the sale. 

If CFIUS ever evaluates a transaction (including a 
post-closing evaluation) and determines that the 
transaction presents national security concerns, 
CFIUS may impose monetary penalties up to the 
value of the violative transaction, as well as a wide 
variety of other remedies,69 including requiring an 
immediate fire sale of the property.70  Accordingly, 
if a data center purchaser were to determine that 
its transaction falls within CFIUS’ jurisdiction but 
decides not to file with CFIUS prior to the closing of 
the sale, the purchaser should still perform a thor-
ough CFIUS-type analysis to assure itself that CFIUS 
would not conclude that the sale presents national 
security risks. 

PURCHASE AND SALE AGREEMENT
A data center Purchase and Sale Agreement (PSA) 
is substantially similar to that of traditional real 
estate product types. The key differences are in the 
description of the property, scope of the due dili-
gence, contract assignments, bulk sales laws, and 
applicable employee-related provisions and CFIUS 
provisions.

Description of Property
In reviewing the description of the real property set 
forth in a PSA, an investor’s counsel should confirm 
that the legal description for the property includes 
the real property being purchased and also all of 
the easements, access agreements, and other legal 
documents that govern the rights of the fibers to 
travel to and from their respective sources to the 
data center. Fiber access is equally (if not more) 
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important to the data center operations than physi-
cal access. Whereas public policy in some states 
would mandate the creation of an access easement 
for a landlocked parcel, such public policy would 
not extend to “landlocked” fiber. Therefore, it is criti-
cal to ensure that a data center’s legal description 
includes any fiber easements necessary for the data 
center to operate.

Counsel to a data center purchaser should obtain 
title insurance over the fiber access easements. Pro-
curing this insurance may be challenging because 
many title underwriters are not familiar with the 
importance of fiber and may resist undertaking 
the extra work required to track the fiber back to 
its original source. Accordingly, counsel should not 
wait until the last moment to address the title mat-
ters because counsel may need additional time to 
educate the underwriter and obtain the purchaser’s 
desired title coverage.

While many purchase agreements contain a generic 
reference to the real property, the improvements 
thereon, and the personal property, it is benefi-
cial for a data center purchaser to include a more 
detailed description of the data center property in 
the PSA. Given the extensive amounts and types of 
equipment in a data center, as well as the fact that 
valuable equipment may be subject to a lease, it is 
important to be precise about the property that a 
purchaser is acquiring. Among a data center’s assets 
that should be included in the property descrip-
tion (unless the purchaser expressly and knowingly 
agrees to exclude such items from its purchase) 
are the following: transformers, switches, servers, 
storage devices, networks, routers, switches, load 
balancers, firewalls, cables, ducts, controls, cool-
ing systems, air conditioning units, chillers, cooling 
towers, power distribution units, uninterruptible 
power supply systems, backup power generators, 
backup power supplies, backup storage devices and 
other backup power systems, electrical wiring, fire 
suppression systems, fire alarms, smoke detectors, 
sprinkler systems, environmental monitoring sys-
tems, access control systems, surveillance cameras, 
biometric authentication systems, intrusion detec-
tion systems, security alarms, fire extinguishers, 

risers, internet exchange facilities, telecommunica-
tions networks and facilities, base intellectual prop-
erty, including monitoring and management soft-
ware and tools, conduits, fiber optic cables, rights 
governing fiber optic cables, warranties, and data 
center-related certifications. If known, the specific 
certifications should also be identified.

It is further recommended that all the equipment 
that is, or could be construed to be, personal prop-
erty or fixtures be listed on a schedule to the PSA. 
Preparing such a schedule is often very labor inten-
sive, but it is the best way to avoid any misunder-
standing between a purchaser and a seller relating 
to the personal property and fixtures that are being 
transferred. A schedule is even more important in 
a data center where the users own or lease their 
equipment because of the risk that the purchaser 
erroneously assumes that is is buying equipment 
which actually belongs to a user. 

Due Diligence Materials
A typical real estate PSA requires a seller to provide 
the buyer with a copy of all contracts (excluding 
contracts that will terminate at the closing of the 
sale). Counsel for the purchaser of a data center may 
want to expand the generic contract requirement 
in a PSA to expressly include specific key contracts 
such as the electrical power contracts, contracts 
with telecommunication providers, contracts relat-
ing to the fiber, contracts with the MMR provider (if 
different than the seller), leases, colo agreements, 
MSAs, SLAs, equipment leases, warranties, and, if 
applicable, employment agreements, retention 
agreements, salary and benefits information, job 
descriptions, employment, salary and position his-
tory for each employee, and collective bargaining 
and similar agreements. 

As discussed above, there are a number of third-
party data center assessments that are not gener-
ally applicable to traditional real estate products. To 
facilitate a purchaser’s diligence, it is advisable that 
the PSA: (i) require the seller to provide the purchaser 
with a copy of all of the reports that the seller has in 
its possession or control; and (ii) grant the purchaser 
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a right to obtain its own reports, including security 
assessments, power assessments, backup system 
assessments, and assessments of regulatory compli-
ance. A data center investor and its counsel should 
ensure that the due diligence period is long enough 
for the investor to obtain and review all the neces-
sary reports.

Contract Assignments
Frequently a data center owner is a party to material 
contracts (e.g., colo agreements, MSAs, and electri-
cal power contracts) which are more complex than 
standard service contracts (e.g., landscaping). For 
example, many service contracts are freely assign-
able and terminable on 30-days’ notice without 
penalty whereas many other data center contracts 
are not assignable without a counterparty’s con-
sent, payment of a fee, and satisfaction of other 
conditions. 

Additionally, unlike many real estate leases which 
are often freely assignable by a property owner, 
data center leases, MSAs, and colo agreements 
often contain significant restrictions on an owner’s 
ability to assign the contracts. Many data center 
users rely upon the operational expertise of a data 
center owner and want the right to approve a suc-
cessor owner.

Counsel to a data center purchaser should pay care-
ful attention to the PSA provisions addressing the 
assignment and assumption of contracts, including 
the leases, MSAs, and colo agreements. Counsel to 
a purchaser should ensure that the responsibilities 
and costs of satisfying any assignment conditions 
are clearly set forth in the PSA. Counsel also should 
ensure that the purchaser has the option of extend-
ing the closing date of the acquisition to guarantee 
that all critical contracts are transferred legally to 
the purchaser at closing or that other arrangements 
are in place to enable the data center to continue to 
function post-closing until the contracts had been 
transferred to the purchaser (e.g., implementing a 
transition services agreement between a seller and 
a purchaser).  

Certifications
If a data center has received any certifications (e.g., 
Uptime Institute or HIPAA), counsel to the purchaser 
should identify any necessary steps to ensure that 
the certifications will remain in effect following the 
closing. Any such steps should be delineated in the 
PSA. The PSA should set forth each party’s obliga-
tions (including payment obligations) to complete 
each of such steps. Finally, a PSA should condition 
a purchaser’s obligation to close upon the effective 
transfer of the certifications and give the purchaser 
the right to extend the closing if necessary to effec-
tuate all of the transfers. 

Bulk Sales
Bulk sales laws regulate the sale of a substantial 
portion of an inventory or a business outside of the 
ordinary course of its business. Many states no lon-
ger have bulk sales laws, but they have not been 
eliminated entirely. Depending upon the jurisdic-
tion, a data center sale could fall within the scope of 
a state’s bulk sales laws either because it constitutes 
the sale of a business or because of the valuable tan-
gible personal property that would be transferred, 
such as contracts, customer agreements, intellectual 
property and other intangible assets. Accordingly, 
counsel to a purchaser should determine whether 
the bulk sales laws apply would apply to the acquisi-
tion, and, to the extent they would, ensure  that the 
PSA clearly allocates responsibility for compliance, 
sets forth the remedies for non-compliance, and 
provides sufficient pre-closing time to enable com-
pliance with all applicable bulk sales laws.

Estoppels
It is typical for a purchaser of a commercial prop-
erty (other than multifamily property) to request an 
estoppel from all the tenants at the property, and 
the same is true for the purchaser of a data center. 
If the governing agreements are colo agreements 
or MSAs rather than leases, then a purchaser should 
evaluate the appropriateness of obtaining an estop-
pel in the specific context. For example, it would 
be unrealistic for a purchaser of a large colocation 
data center with thousands of users to expect the 
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seller to request an estoppel from each of the users. 
Instead, the parties might agree to obtain estop-
pels from the most significant users, who are usually 
identified based upon the aggregate amounts they 
pay for both space and electrical power. In contrast, 
a purchaser of a single-tenant facility would expect 
the seller to request an estoppel from the tenant.

While an estoppel certificate from a data center user 
contains many of the same terms as a traditional 
tenant estoppel (e.g., names of the parties, base rent 
amount, term), there are some key differences. For 
example, an estoppel from a data center user would 
identify electrical power, including the amount of 
electrical power that has been allocated to the user, 
the way the power cost would be determined (dis-
cussed below) and, to the extent applicable, the rate 
that the user would pay for the power. A purchaser 
would also want a user to identify in the estoppel 
whether any SLA violations had occurred and, if so, 
the extent of those violations and any remaining 
rent credits possessed by the user. 

Additionally, since MSAs and colo agreements 
would be amended by service order requests, which 
could be voluminous, it may be difficult for a user to 
confirm the accuracy or completeness of anything 
other than the original MSA or colo agreement and 
any unfulfilled or unpaid service requests.

Prorations and Post-Closing Rent/Fees
Data centers are operating businesses as well as real 
estate, so a lot can change between one day and 
the next. Due to the dynamic nature of the business, 
a data center investor’s counsel should pay close 
attention to post-closing reconciliations and true 
ups when drafting the provisions in a PSA that relate 
to prorations, rent, and fees received post-closing. 
For example, a service order under a colo agreement 
might be submitted and completed pre-closing but 
unpaid as of closing, uncompleted and unpaid, or 
paid but not completed. The PSA provisions should 
address each of the foregoing possibilities. 

Another example of the complexity of proration 
calculations would be electrical power costs, which 
could change dramatically day to day. Depending 

upon how a seller tracks and charges its users for 
electrical power, it could be difficult for a purchaser 
and seller to accurately determine the pre-closing 
and post-closing electrical costs at the closing. In 
some instances, it would be prudent to perform 
multiple true ups prior to the final reconciliation so 
neither purchaser nor seller retains the other party’s 
money for an extended period. Determining how 
best to address the foregoing matters is fact-specific 
and should be the subject of careful consideration 
by a data center investor and its counsel.

Employees
If a data center purchaser wants to hire any of the 
seller’s employees, the PSA must provide for that 
right and set forth the process for doing so. Among 
other things, a purchaser’s counsel should ensure 
that the seller grants the purchaser an express right 
to approach, interview, and hire the seller’s employ-
ees. The purchaser should also have the right to per-
form diligence on the employees and all the terms 
of their employment. If the seller’s termination of 
employees would trigger the Worker Adjustment 
and Retraining Notification (WARN) Act or other 
state or local laws, the purchaser’s counsel should 
draft the PSA so that it clearly allocates responsibil-
ity for compliance to the seller, sets forth the pur-
chaser’s remedies if the seller fails to comply, and 
includes sufficient pre-closing time to enable the 
seller to comply. 

CFIUS
If CFIUS has jurisdiction over a data center purchase, 
then a purchaser’s counsel must determine whether 
to address this matter in the PSA. The PSA should 
address CFIUS expressly if a purchaser is obligated 
to make a mandatory filing under CFIUS or the 
purchaser’s counsel believes it would be advisable 
to make a voluntary filing under CFIUS and obtain 
clearance prior to closing. Regardless of whether a 
purchaser will make a pre-closing filing, if any for-
eign person or entity holds any direct or indirect 
ownership interest in the purchaser, the PSA should 
obligate the seller to cooperate with the purchaser 
in any CFIUS review or investigation, whether before 
or after closing. A seller’s obligation to cooperate 
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should include, but not be limited to, an obliga-
tion to provide any materials and other information 
requested by CFIUS. 

LEASES, COLO AGREEMENTS, AND MSAs
A lease grants a tenant a legal interest in the sub-
ject real property. It also affords a tenant a number 
of legal rights that vary depending upon the appli-
cable jurisdiction. Although data center property 
owners used leases more frequently during the early 
years of the data center industry than they do now, 
the industry trend has moved towards licenses (i.e., 
colo agreements and MSAs). Ironically, this trend has 
been driven by users even though a user typically 
has fewer rights under a license than it would under 
a lease.

A data center owner would continue to use a lease 
when a user occupies at least one suite in the data 
center and is responsible for the operations within 
its suite(s). A lease would also be used when a single 
user occupies the entire data center. Overall, though, 
the current trend in the data center industry is to 
use a license to govern the relationship between a 
data center owner and a user. 

Although leases, colo agreements, and MSAs are dif-
ferent agreements used for different purposes (e.g., 
a lease would have additional provisions relating to 
the real estate interest such as covenants relating to 
hazardous materials), they share many more similar-
ities than differences. A lease, colo agreement, and 
MSA will each address the following critical matters: 
(i) the grant by an owner to a user of the right to use 
certain space in the data center (i.e., lease or license 
depending upon the agreement); (ii) the base 
monthly charge (typically characterized as “base 
rent” under a lease and “monthly recurring charge” 
under a license) that a user would pay to a data cen-
ter owner; (iii) the amount of electrical power that 
would be made available to a user; (iv) the charge 
that a user would pay to an owner for the use of the 
electrical power; (v) a user’s obligations to manage 
its electrical power and the consequences of utiliz-
ing more power than has been allocated to it; (vi) the 
charge that a user would pay to an owner for other 

utilities and operating expenses; (vii) the amount 
of any security deposit; (viii) the term of the agree-
ment; (ix) additional services that an owner would 
make available to a user for an additional charge; 
(x) incorporation of the SLA; (xi) the obligation of 
a user to pay taxes on its equipment and opera-
tion; (xii) requirements relating to the surrender 
of the space occupied by a user and, if applicable, 
such user’s equipment; (xiii) insurance requirements 
applicable to both parties, (xiv) a user’s waiver of 
certain claims and damages against an owner; (xv) 
an indemnity by a user for the benefit of an owner; 
(xvi) casualty and condemnation; (xvii) events of 
default; and (xviii) restrictions on assignment. 

As with any agreement, most of the terms are nego-
tiable depending upon the circumstances and lever-
age of the parties. Whether negotiating a lease, colo 
agreement, or MSA, counsel to a data center owner 
or user should be aware of the following provisions 
that are unique to data centers.

Base Rent/Monthly Recurring Charges
Whether described as “Base Rent” (under a lease) or 
“Monthly Recurring Charges” under a colo agree-
ment or MSA, a data center user will pay a data cen-
ter owner a specified amount of money at sched-
uled times (e.g., monthly basis). The amount of this 
charge would be based not just on the size of space 
that a user requires, but also on the amount of elec-
trical power that would be made available to a user 
under its agreement. 

Electrical Power Charges
Most data center users will pay an additional charge 
for their actual electrical power usage, including 
power used by equipment cooling and supporting 
the data center. The exception is typically smaller 
users that have only a rack or cabinet of space and 
will pay a fixed amount for their power without any 
independent measurement of their power usage. 
For other users, the way the electrical power charge 
will be calculated varies depending upon the par-
ticular data center’s equipment and the terms of the 
agreement between an owner and a user. 
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The manner of payment for power usage is a com-
mercial and technical point that will be negotiated 
in conjunction with other commercial points. The 
most common methods to calculate electrical power 
charges, any of which could be used in a lease, colo 
agreement, or MSA are as follows:

The power allocation method imposes a gross 
charge upon a user and would most typically be uti-
lized when a user requires a small amount of power. 
Under its colo agreement or MSA, a user would have 
the right to consume a specified amount of electri-
cal power. The cost of the user’s actual consump-
tion of electrical power would be included in the 
base charges under the colo agreement or MSA, 
rather than being separately charged. The gross 
amount would reflect not just the cost of the electri-
cal power allocated to a user but also the electrical 
power costs of the data center required to support 
the user’s equipment (e.g., cooling systems). 

Under the uplift method, a separate power meter 
directly measures the user’s IT load. A user would 
be required to pay for its metered IT load consump-
tion and a percentage surcharge on the IT load to 
account for all the costs of operating the data center 
in excess of the IT load (e.g., cost of utilities used by 
the cooling systems). This additional charge is often 
referred to as the “cooling load factor” even though 
it may account for utilities used by mechanical and 
electrical equipment supporting the data center. 
Under the uplift model, the percentage surcharge 
is fixed regardless of the actual costs of support-
ing a user’s IT load. For example, under an uplift 
model, a user might pay 160 percent of the direct 
metered costs of its IT load, of which 100 percent 
would be the actual cost of its IT load, and 60 per-
cent would be the additional cost for the data cen-
ter’s infrastructure.

Under the PUE method, a separate power meter 
directly measures a user’s IT load. A user would be 
required to pay for its metered IT load consump-
tion. In addition, a user would be charged its pro-
portional share of PUE based upon a formula such 
as the following:

PUE = Total Power Used by the Data Center/ 
Total IT Load of the Data Center 

Proportional share = User’s IT Load / Total IT 
Load of the data center  

The actual PUE for a data center varies over time 
and in response to various conditions, making it a 
dynamic and complex model. A user would usu-
ally pay an estimated monthly amount for PUE, 
and there there would be a periodic reconciliation 
between estimated and actual costs. Except for sce-
narios in which a user’s total utility consumption 
(including IT load and other utility costs) would be 
separately metered, such as in single-tenant facili-
ties, this power charge model most closely mir-
rors a data center user’s actual aggregate utility 
cost. Large sophisticated users are the ones that 
most frequently employ a PUE model for deter-
mining their power costs. Some users may try to 
cap the aggregate electrical power costs that can 
be imposed upon them; however, with the never-
ending demand for electrical power likely to result 
in rising electrical costs, a data center owner should 
seriously consider the matter before agreeing to this 
request.

The electrical power provisions in an agreement 
should clearly specify how power charges are deter-
mined. When the electrical power provisions in 
an agreement are long or complex, a data center 
owner and a user may discover, after the term of the 
agreement has commenced, that each has a differ-
ent interpretation of the provisions. To avoid this sit-
uation, it is important that each party and its coun-
sel review the provisions independently to ensure 
understanding and then both parties should review 
the provisions together. Depending upon the com-
plexity of the provisions, it may also be advisable to 
obtain a technical review of the power provisions as 
well. If a calculation of the electrical power charge 
is not fixed or would not be clearly ascertainable by 
a juror, then the parties should attach an exhibit to 
the agreement which shows at least two examples 
of an electrical power charge calculation to mini-
mize the risk of a future dispute. 
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Electrical Load Management
Typically, a lease, colo agreement, or MSA will set 
forth a user’s obligations for managing its electri-
cal power usage to ensure that it does not exceed 
its power allotment. These agreements may further 
detail how much power a user would be permitted 
to draw on any individual piece of equipment or 
circuit. Depending upon the circumstances, a user 
might be entitled to some type of notice of a vio-
lation before penalties are assessed against it. It is 
worth noting that significant violations by a user 
could invalidate its SLA. Accordingly, it is essential 
that counsel and its client fully understand (and 
have the equipment necessary to monitor and 
manage) the client’s electrical power management 
obligations.

Term
A user under a colo agreement or MSA may seek 
the right to terminate the agreement upon 30-days’ 
notice. This type of provision is often sought by 
users who are able to disengage from one data 
center and move to another with relative ease. This 
provision may also be sought by users who want 
the right to move if the data center’s operations are 
efficient or effective. Large, dependable data center 
owners are frequently able to resist such a termina-
tion right and require a user to commit to a longer-
term arrangement. Accordingly, termination rights 
are often a source of negotiation between a data 
center owner and user. 

Policies and Procedures
Typically, a lease, colo agreement, and MSA will 
each obligate a user to comply with the data cen-
ter’s policies and procedures. These are often far 
more detailed and cumbersome than the policies 
and procedures attached to an office, industrial, or 
retail lease. Many of these provisions are designed 
to maintain the security and confidentiality of the 
data and the facility in which the data is housed. 
These procedures may also include highly techni-
cal requirements (e.g., maximum structural load per 
square foot). Counsel for a data center user should 
review these provisions carefully. It is worth noting 

that if a user violates the policies and procedures 
(or certain policies and procedures), the user’s SLA 
could be invalidated, at least in part. 

Liability of a Data Center Owner
While any property owner is concerned about its 
liability under a lease, a data center owner’s con-
cerns are magnified because of the extensive nature 
of its obligations and the critical role that it plays in 
a user’s operations (e.g. a user’s equipment attaches 
to the facility’s infrastructure or an owner provides 
operational services to a user). Unlike an owner of an 
office or industrial building whose obligations to a 
tenant would be limited, a data center owner bears 
a material risk that its action or inaction can damage 
a user and its customers. This risk, combined with 
the sensitivity of a user’s data within a data center 
and the potential consequences of a disruption to a 
user’s (or a user’s customer’s) business means that, if 
a data center owner’s liability were uncapped, that 
owner could face a claim for substantial damages, 
including consequential damages. 

While many commercial property owners protect 
themselves from liability by including a provision in 
the applicable lease that limits the landlord’s liability 
to its interest in the property, this typically is not an 
adequate safeguard for data center owners whose 
property is often valued at hundreds of millions of 
dollars (or more). 

Instead, data center owners typically limit their lia-
bility in one of two ways. For certain matters, such as 
services provided by a data center owner to a user, 
an owner’s liability often is limited to the aggre-
gate amount paid by the user for those services. For 
more significant matters, liability usually is limited 
to a credit against future amounts payable by a user 
to the data center owner with an additional liabil-
ity cap based on time (e.g., maximum of six months 
of charges) or aggregate dollars. Many data center 
owners are also successful in limiting a users’ claims 
to actual damages. 

Mutual indemnities, often found in office and indus-
trial leases, are not common in data center leases, 
colo agreements, or MSAs because a data center 

©ALI CLE



34  |  THE PRACTICAL REAL ESTATE LAWYER 	 JULY 2024

owner’s obligations are far greater than those of an 
owner of an office or industrial building. If a data 
center owner were to provide an indemnity to a user 
similar in scope to that provided by an owner of an 
office building, the data center owner would expose 
itself to substantial liability. Therefore, data center 
owners strongly resist providing any indemnities. 

DATA CENTER MORTGAGE LOANS
Data centers are a high-value real estate product, 
with some hyperscale data centers valued at more 
than $1,000,000,000. Very few organizations have 
the cash available to build or buy a large data cen-
ter. As a result, data center owners frequently seek 
third-party financing. There is often significant com-
petition among developers to construct build-to-
suit data centers for a large, creditworthy tenants. 
Financing these projects also sparks competition 
among potential lenders. 

It is common for these high-credit tenants of build-
to-suit space to possess a termination right under 
their leases if the applicable project is not con-
structed within 120 to 180 days of the required 
completion date. This termination right, which 
exists regardless of whether a force majeure event 
has occurred, presents a significant risk to both the 
developer and the lender of the project. 

As any construction lender knows, even a simple 
commercial construction project may run 120 days 
behind in completion for many reasons, including 
the supply chain issues that have plagued the con-
struction industry in recent years. Because a build-
to-suit data center is highly specialized, it cannot be 
reconfigured easily or inexpensively for another ten-
ant in the event of a lease termination, which could 
result in large losses for both the developer and 
the lender. In the current market, these high-credit 
tenants have a significant amount of leverage so it 
likely that they will continue to be able to obtain a 
lease termination right. Accordingly, a lender should 
account for the lease termination risk in its pricing. 

While data center construction loans are typically 
underwritten as real estate loans, there is a split 
among lenders as to how to treat a bridge loan or 

permanent loan secured by a data center. Some 
lenders treat it as a real estate loan. Other lenders 
underwrite and document it as a secured cash flow 
loan. Ultimately, the loan documents for a data cen-
ter loan would be substantially similar regardless 
of whether the loan is underwritten as a real estate 
loan or cash flow loan, but the focus of, and nego-
tiation dynamics for, those documents would differ. 

It is advisable for a data center owner and its coun-
sel to determine early in the transaction how the 
lender will underwrite the loan. This information 
will help an investor and its counsel better under-
stand the lender’s concerns and the areas in which 
the lender may be more flexible. For example, a cash 
flow lender may be more likely to grant a data cen-
ter owner greater control over the real estate (e.g., 
the ability to put certain items on title or perform 
certain alterations at the property) than would a real 
estate lender. In contrast, a real estate lender would 
be focused primarily on the real estate and might 
be more accommodating than a cash flow lender 
in negotiating the financial covenant terms and 
definitions.  

Also, if the loan size is over $50,000,000, as many 
data center loans are, a lender might want the right 
to syndicate the loan. If the loan is syndicated, there 
is a reasonable probability that at least one lender 
in the syndicate would underwrite the loan from a 
cash flow perspective and at least one lender would 
underwrite the loan from a real estate perspective. 
It is important for the syndicate’s lead agent and its 
counsel to understand this dichotomy and struc-
ture and negotiate the loan documents so that they 
address the concerns of both cash flow lenders and 
real estate lenders. If an agent and its counsel are 
not sensitive to both sets of concerns, in order to 
obtain loan approval from the syndicate’s members, 
the agent may have to ask the borrower to make 
material concessions near the end of the transac-
tion, which could jeopardize the transaction and the 
agent’s relationship with the borrower. 

It is advisable for a lender that is underwriting and 
documenting a data center loan to expand its dili-
gence and analysis to include the matters which 
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are discussed above under data center acquisitions 
(e.g., additional diligence matters and documenta-
tion considerations). It should also pay particular 
attention to the SLAs because a breach of an SLA’s 
obligation could result in a user receiving rent cred-
its or even having a right to terminate its lease, colo 
agreement, or MSA. And if other users have similar 
SLAs, then the breaches arising under multiple SLAs 
would magnify the deleterious effects on a data 
center’s income. For this reason, both real estate 
lenders and cash flow lenders typically protect 
themselves by including debt yield and debt service 
coverage ratio covenants in their loan documents. 

The other area of special concern to a lender is 
CFIUS. If the data center ownership is subject to 
CFIUS review, and that review is not completed 
prior to loan closing, then a purchaser risks a CFIUS 
review in the future. In a worst-case scenario, CFIUS 
could unwind a data center purchaser’s acquisition 
of the data center and/or impose a substantial pen-
alty, which could force a data center to sell quickly 
at a discounted rate). Under such a scenario, a lender 
could incur significant financial losses. Given the 
uncertain results of a CFIUS review, a lender may 
want to condition its loan on the completion of a 
successful CFIUS review.

It is also worth noting that if a foreign lender fore-
closes or takes a deed in lieu of foreclosure, then 
that transaction could be subject to CFIUS’ jurisdic-
tion. Any foreign lender (or lending syndicate with 
a member that is a foreign lender) should perform 
a CFIUS analysis prior to taking title to the data cen-
ter to ascertain the likelihood that the transaction 
would fall under CFIUS’ jurisdiction. If so, it would be 
advisable for the parties to obtain CFIUS approval 
prior to a foreclosure or other transfer of title to the 
data center. This is another risk that should be con-
sidered in a lender’s underwriting.

CONCLUSION
The ever-increasing demand for data centers suggests 
that they are here to stay. Hopefully, this look behind the 
walls of the digital palace has shone a light on data cen-
ters and removed some of their mystery.
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Appendix

GLOSSARY OF TERMS

	 Defined Term	 Full Term
	 CFIUS	 Committee on Foreign Investment in the United States

	 Colo Agreement	 Colocation Agreement

	 CSA		  Cloud Security Alliance

	 FedRAMP	 Federal Risk and Authorization Management Program

	 FEMA	 Federal Emergency Management Agency

	 Fiber		 Fiber Optic Cable

	 FIRRMA	 Foreign Investment Risk Review Modernization Act

	 HIPAA	 Health Insurance Portability and Accountability Act

	 IOT			  Internet of Things

	 IT			   Information Technology

	 IT load	 The total electrical power demand of a user’s IT  
				    equipment and systems within the data center  
				    (as distinguished from other electrical components  
				    within the data center such as lights and cooling  
				    equipment)

	 KW			  Kilowatts

	 latency	 Time it takes to process digital data

	 MMR		 Meet-Me Room

	 MSA		  Master Service Agreement

	 MW	 	 Megawatts

	 PCI DSS	 Payment Card Industry Data Security Standard

	 PG&E	 Pacific Gas and Electric

	 POP		  Point of Presence

	 PSA		  Purchase and Sale Agreement

	 PUE		  Power Use Effectiveness

	 Redundancy	 Scope of back-up systems

	 SLA		  Service Level Agreement

	 SOC		  Systems and Organization Controls

	 STAR		 Security, Trust, and Assurance Registry

	 TID U.S. Business	 Technology, Data and Infrastructure US business

	 WARN	 Worker Adjustment and Retraining Notification
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